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a b s t r a c t

The mechanism and enantioselectivity of the Diels–Alder reaction between 2-methyl-1,3-butadiene and
2,3-dimethyl-1,4-benzoquinone catalyzed by SiO2-supported chiral cationic oxazaborolidinium catalyst
were investigated by the hybrid ONIOM(B3LYP/6-31G(d):UFF) method. The amorphous silica bulk was
obtained by classical molecular dynamics using the melt-quench method and the heterogeneous surface
was created by cleaving the bulk structure. The resultant amorphous silica surface was found to closely
vailable online 15 October 2010
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resemble silicas thermally treated at 673 K. The organocatalytic Diels–Alder reaction on the silica surface
was observed to proceed via a concerted but highly asynchronous mechanism. The preferred transi-
tion state was found to correspond to an endo arrangement of the diene and the catalyst-coordinated
benzoquinone, and the enantioselectivity was calculated to be 86.5% at 298 K. The mechanism and enan-
tioselectivity of the studied reaction were generally comparable to those observed for the homogeneous
nantioselective Diels–Alder reaction
synchronous concerted mechanism

catalyst.

. Introduction

Organic synthesis on solid-phase has been receiving an increas-
ng attention in the community of synthetic organic chemists as a

ethod for carrying out chemical reactions with high regio- and/or
tereoselectivity under environmentally benign, solvent-free con-
itions. The solid-phase approach to enantioselective synthesis has
roven suitable for a number of enantioselective reactions [1].
arious support materials have been used for solid-phase organic
ynthesis including polystyrene, polysaccharides, and silica [2].

Heterogeneous catalysis is important in many industrial pro-
esses for fine chemicals synthesis [3]. Heterogenization by
mmobilizing a homogeneous catalyst on a solid support is a strat-
gy that attempts to combine the advantages of homogeneous
atalysis (e.g., high enantioselectivity) with the advantages of het-
rogeneous catalysis such as the ease of separation of the catalyst
rom the product, the reusability of the catalyst and the reduction in
ost [3–5]. Catalyst immobilization methods [3,5–10] can be clas-
ified mainly into two groups, namely, covalent and non-covalent

mmobilization. Solid supports used include organic polymeric

aterials (e.g., polystyrene resins) and inorganic solids such as
ilica and zeolites.

∗ Corresponding author. Tel.: +60 3 7967 4442; fax: +60 3 7967 4442.
E-mail address: smzain@um.edu.my (S.M. Zain).

381-1169/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.molcata.2010.10.011
© 2010 Elsevier B.V. All rights reserved.

Silica- and organic polymer-immobilized catalysts such as
transition-metal complexes with chiral ligands and chiral
organocatalysts are now commonplace in enantioselective organic
synthesis involving numerous types of organic reactions [11–35].
The enantioselective Diels–Alder reaction is a versatile tool for the
synthesis of pharmaceutical and natural products. An important
class of heterogeneous catalysts for enantioselective Diels–Alder
reaction is concerned with chiral Lewis acids (both organic and
inorganic) anchored to organic polymeric or inorganic solid mate-
rials [11–20].

Oxazaborolidines attached to polystyrene resin [26,27,29] and
to silica [34,36] are among numerous chiral organocatalysts that
have been used in enantioselective heterogeneous catalysis. Their
main use was the enantioselective reduction of ketones. How-
ever, the use of solid-supported oxazaborolidine catalysts for the
Diels–Alder reaction has not been reported.

The Diels–Alder reaction of quinones is highly useful in
the synthesis of many complex natural products. An exam-
ple of an enantioselective Diels–Alder reaction utilizing the
chiral oxazaborolidinium cation catalyst 3 has been shown
by Corey in a reaction between 2-methyl-1,3-butadiene (iso-
prene) 1 and 2,3-dimethyl-1,4-benzoquinone 2 [37,38] as shown
in Fig. 1.
In the current study, the Diels–Alder reaction between 1 and
2 in the presence of amino silica-immobilized model catalyst 4
is computationally investigated. The emphasis is mainly to gain
an understanding of the mechanism and enantioselectivity of this
solid-phase reaction which can be later tested experimentally.

dx.doi.org/10.1016/j.molcata.2010.10.011
http://www.sciencedirect.com/science/journal/13811169
http://www.elsevier.com/locate/molcata
mailto:smzain@um.edu.my
dx.doi.org/10.1016/j.molcata.2010.10.011
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Fig. 1. (a) Corey’s enantioselective Diels–Alder reaction of benzoquinone using homogeneous chiral oxazaborolidinium catalyst, (b) catalyzed Diels–Alder reaction with four
possible reaction pathways with the catalyst coordinated syn to the HC CH double bond that undergoes the [4+2]-cycloaddition, and (c) catalyzed Diels–Alder reaction with
four possible reaction pathways with the catalyst coordinated anti to the HC CH double bond that undergoes the [4+2]-cycloaddition.
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he mechanism and enantioselectivity are also compared to those
bserved for the homogeneous catalyst.

. Computational details

.1. Preparation of amorphous silica bulk and surface

Classical molecular dynamics simulations were carried out
sing the SageMD2 software package [39]. The model of bulk amor-
hous silica was generated by classical molecular dynamics using
he well-established melt-quench method (see below) [40–57]. The
uilding of amorphous silica bulk and surface is illustrated in Fig. 2.

All simulations were carried out using the velocity Verlet inte-
ration algorithm with an integration time step of 1.6 fs and
mploying periodic boundary conditions. The Berendsen thermo-
tat and barostat were used for controlling the temperature and the
ressure. The potential used for these simulations is a two-body

nteratomic potential [46–48] as shown in Eq. (1)

(r) = qkql

r
+ U0[e−2˛(r−r0) − 2e−˛(r−r0)] (1)

here qk and ql are the charges on atoms k and l; r is the distance
etween atoms k and l; and U0 (the potential well depth), ˛ (the
otential width control parameter) and r0 (the equilibrium inter-
tomic distance) are the adjustable Morse potential parameters.
hese Morse potential parameters are listed in Table 1 [46–48].
utoff distances for Morse interactions were set to 9 Å. Electrostatic

nteractions were calculated by Ewald summation method with a
eal space cutoff distance of 7 Å. The charges used are +1.30 and
0.65 for the Si and O atoms, respectively [47,48].

To construct bulk amorphous silica, a �-cristobalite unit cell
Si8O16) was replicated 4 × 4 × 4 times to produce a cubic supercell
28.6 Å × 28.6 Å × 28.6 Å) of 1536 atoms (Si512O1024). The cooling
ycle 1-I suggested by Huff et al. [45] was then followed. It started
ith an NVT simulation at 8000 K for 20 ps to remove any memory

f the initial atomic configuration followed by NVT simulations at
000 K, 2000 K and 1000 K. At each temperature step, the simula-
ion was run for 20 ps. A 10 ps of NVT dynamics at 300 K and then a
0 ps of NPT simulation at 300 K and 1 atm pressure completed the
ycle.

To create the amorphous silica surface, the bulk amorphous sil-
ca was cleaved in the middle along the Y-direction. The resultant
lab (∼14 Å in thickness) was taken to produce the amorphous sil-
ca surface. A few atoms were taken out from the system to keep

ts electroneutrality and the final slab consisted of 246 SiO2 units.
he system was made periodic in three dimensions by placing a
acuum of 42 Å (i.e. ∼3 times the slab thickness) on top of the sil-
ca surface. This enables the use of Ewald summation method and
he long vacuum gap usually reduces the unwanted interactions

able 1
orse potential parameters for silica.

U0 (eV) ˛ (1/Å) r0 (Å)

Si–Si 0.007695 2.0446 3.7598
Si–O 1.99597 2.6518 1.6280
O–O 0.023272 1.3731 3.791
lysis A: Chemical 333 (2010) 145–157 147

between the silica surface and the periodic images. Atoms situated
within 3 Å from the bottom of the slab in the Y-direction were fixed
during the simulation. The slab was then annealed using the same
potential used for creating the bulk amorphous silica (Eq. (1)). A
10 ps NVT dynamics at 1500 K followed by an NVT simulation at
300 K for 10 ps resulted in the desired amorphous silica surface.

The final silica surface defects (i.e. undercoordinated or over-
coordinated atoms) depend on the choice of the initial simulation
temperature and the thickness of the immobilized atoms [40,43].
Higher simulation temperature and thinner layer of immobilized
atoms usually yield lower surface defects. An important factor for
choosing the initial simulation temperature is the glass transi-
tion temperature below which no structural changes in silica are
observed [55]. Using the same potential employed in the current
study (Eq. (1)), Takada et al. [47] estimated the glass transition tem-
perature to be 1400 K. Hence, to allow structural changes, an initial
simulation temperature of 1500 K was selected in this study. As for
the simulation time, it has been shown that the concentration of
the silica surface defects becomes stable with little or no changes
after 10 ps [44]. In another study, a simulation time of ∼1 ps was
reported adequate to produce the surface defects [57]. Therefore,
in this study, a simulation time of 10 ps was chosen. The combina-
tion of the initial simulation temperature of 1500 K, the simulation
time of 10 ps and the immobilization of the atoms situated within
3 Å from the bottom of the slab yielded the desired amorphous silica
surface (cf. Section 3.1).

2.2. Details of the gas-phase calculations (homogeneous catalyst)

In the Diels–Alder Reaction A (Fig. 1), there is a pair of possible
enantiomers of the catalyst 3, either the S or the R stereoisomer. In
addition, there are two rotamers for each configuration resulting
from the rotation about the B-o-tolyl bond. Besides, there are two
possible sites (double bonds) on the benzoquinone that the diene
can attack approaching from either the front or the rear face. More-
over, the catalyst coordination to the benzoquinone can be syn or
anti to the HC CH subunit that undergoes the [4+2]-cycloaddition.
Since there are two stereogenic carbons in the products, there will
be up to four diastereomeric transition states ((S,R), (R,S), (R,R), and
(S,S)). Fortunately, in this reaction, there is no issue of regioselec-
tivity since 2,3-dimethyl-1,4-benzoquinone is C2 symmetric. Also,
the two benzoquinone oxygens are equally available for catalyst
coordination. Thus, there would be numerous possible pathways
for this reaction to proceed.

To simplify matters, the model catalyst 4 is used throughout this
investigation. This catalyst eliminates the need for the rotamers
mentioned above to be considered and reduces the computational
cost as it requires smaller number of basis functions compared to
the catalyst 3. The (S)-enantiomer of the catalyst 4 is used since it
is the more commonly used enantiomer in experimental studies
[38,58–65]. As for the possible diastereomeric products, only the
enantiomeric pair (S,R) and (R,S) is considered in the current work
since the (S,R)-enantiomer is the major product observed experi-
mentally (Fig. 1) [37,38]. Also, only the addition of the diene to the
less substituted double bond of the benzoquinone is studied here
since this addition will lead to the product observed experimen-
tally [37,38]. The studied pathways for this reaction are illustrated
in Fig. 1.

Geometry optimizations and vibrational frequencies of the reac-
tants, transition states and products were carried out in vacuo using
density functional theory with the B3LYP functional and the 6-

31G(d) basis set as implemented in the Gaussian 03 program [66].

Prior to B3LYP/6-31G(d) calculations, all equilibrium and tran-
sition states were optimized and characterized using the AM1
semiempirical method followed by B3LYP/3-21G calculations. This
often allows reaching better structures and reduces the total num-



148 N.Y.M. Omar et al. / Journal of Molecular Catalysis A: Chemical 333 (2010) 145–157

F cristob
a ogen a
p d whit

b
S
u
s
w

ig. 2. Building amorphous silica bulk and surface. (a) �-Cristobalite unit cell, (b) �-
nd (e) final amorphous silica surface with silanol groups (top view). The two hydr
lace. Silicon, oxygen and hydrogen atoms are displayed in light gray, dark gray an
er of steps required at the higher level of theory. The default
CF algorithm (EDIIS/CDIIS) in the Gaussian 03 program was used
nless in case of convergence problem, in particular for transition
tates, where the keyword “scf=(maxconventionalcycles=20,xqc)”
as used. This keyword instructs the program to use the default
alite supercell, (c) created bulk amorphous silica, (d) final amorphous silica surface,
toms with the ‘+’ sign indicate where the functionalization of the surface will take
e (yellow, red and white on the Web), respectively.
SCF algorithm for the first 20 cycles then to use the quadratically
convergent (QC) SCF algorithm in order to ensure convergence.
Geometry optimizations to local minima and transition states were
accomplished with the Berny algorithm in redundant internal coor-
dinates without any symmetry restriction.
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ig. 3. Amino silica surface. (a) 3-Aminopropyltrimethoxysilane to be attached to th
mino silica surface (side view). Hydrogens were used to fill out the valence that r
he HyperChem program [68]. Color code: carbon, silicon, hydrogen, oxygen and nit
lue on the Web), respectively.

Vibrational frequency calculations were performed at the opti-
ized geometries to verify whether the obtained structures are
inima or transition states as well as to determine zero-point

ibrational energies and thermochemical quantities. The vibration
ssociated with the imaginary frequency was ensured to corre-
pond to a displacement in the direction of the reaction coordinate.

his was achieved with the graphical user interface for Gaus-
ian program (GaussView). The zero-point vibrational energies
nd thermochemical quantities were calculated using frequencies
caled by 0.9804. Thermochemical quantities were calculated at
98 K and at 1.0 atm pressure.
a surface, (b) UFF optimized amino silica surface (top view), and (c) UFF optimized
d from removing the periodic boundary conditions. Hydrogens were added using
are in moderate gray, light gray, white, and dark gray (gray, yellow, white, red and

According to Boltzmann statistics, the fraction X of a molecule
M having a specific geometry at temperature T can be given
by

XM = e−GM /RT
∑

me−GM /RT
(2)
where m runs over all possible geometries, each characterized by
its Gibbs free energy G. In this study, Eq. (2) is used to compute the
fraction of an optimized endo or exo transition state with respect to
all optimized endo or exo transition states.
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.3. ONIOM models and details of the solid-phase calculations
heterogeneous catalyst)

Modeling heterogeneous catalytic systems is typically per-
ormed using one of three different representations of the catalyst:
lusters, embedded clusters or slabs [67]. In the present work,
he slab model was used. 3-Aminopropyltrimethoxysilane (a com-

only used grafting molecule) was attached to the generated
morphous silica surface (Fig. 2e) to produce an aminopropyl-
unctionalized silica surface (Fig. 3). The model chiral cationic
xazaborolidinium catalyst 4 was then covalently immobilized on
he amino silica surface (Fig. 4).
All ONIOM(QM:MM) calculations were performed in vacuo
sing the Gaussian 03 program [66]. Density functional theory with
he B3LYP functional and the 6-31G(d) basis set was chosen as the
M method while the ‘universal force field’ (UFF) [69] was selected
s the MM method. The UFF atom types for the Si and O atoms

ig. 4. ONIOM(B3LYP/6-31G(d):UFF) optimized amino silica-immobilized catalyst
. (a) Top view and (b) side view. The QM layer is in the ball-and-stick representation
nd the MM layer is in the wireframe representation. Color code: carbon in moderate
ray, silicon in light gray, boron in light gray, hydrogen in white, oxygen in dark gray
nd nitrogen in dark gray. Color code on the Web: carbon in gray, silicon in yellow,
oron in pink, hydrogen in white, oxygen in red and nitrogen in blue.
lysis A: Chemical 333 (2010) 145–157

that are part of the silica slab were specified explicitly with Si3
for Si and O 3 z for O. For the remaining atoms in the system, the
UFF atom types automatically assigned by the Gaussian 03 pro-
gram were accepted. The molecular connectivity was also explicitly
specified (keyword “geom=connectivity”).

No charges were assigned to the MM atoms and the electrostatic
interactions at both the MM and QM levels are, thus, ignored in the
current study. The UFF does not include default values for partial
charges. For determining the partial charges, the use of the charge
equilibration procedure (QEq) might be suitable [70]. In this pro-
cedure, the computed charges are allowed to adjust to geometrical
changes. However, it has been shown that the performance of the
UFF without charges is better than the UFF combined with QEq [71].
In addition, in the Gaussian program, the QEq partial charges are
calculated only at the initial geometry and are not updated during
the course of geometry optimization [72]. Since charges depend on
structural parameters, the electrostatic interactions will not be cal-
culated accurately using charges derived from the initial structure.
In an embedded cluster ONIOM(QM:MM) study on the cyclization
of C6 diene in zeolites, Joshi and Thomson [73] concluded that the
MM partial charges caused nearly constant shifts in the energet-
ics, and not necessarily in a stabilizing manner. Furthermore, since
the ONIOM method neglects the polarization of the MM region, the
effect of the MM charges will be overestimated [74]. The ONIOM
method with the mechanical embedding scheme (ONIOM-ME) is
therefore used for all calculations.

In the Gaussian 03 program, the default algorithm used
for ONIOM(QM:MM) geometry optimization to a minimum is
different than the algorithm used for optimization to a transition-
state structure. In the geometry optimization to a minimum,
ONIOM(QM:MM) takes advantage of the microiterations procedure
[75] that allows the use of a fast MM optimizer so that the entire MM
layer is fully minimized at each geometry optimization step of the
QM layer. This is a computationally efficient procedure that allows
faster geometry optimization than the ‘normal’ procedure which
includes all atoms in the geometry optimization similar to a regular
non-ONIOM calculation. In the Gaussian 03 program, the ‘normal’
procedure is the only procedure available for optimization to a
transition-state structure. Therefore, ONIOM(QM:MM) transition-
state structure searches are computationally demanding.

Vibrational frequency calculations were carried out at the opti-
mized geometries to verify whether the obtained structures are
minima or transition-state structures as well as to determine
zero-point vibrational energies and thermodynamic quantities. The
vibration associated with the imaginary frequency was ensured to
correspond to a displacement in the direction of the reaction coor-
dinate. The zero-point vibrational energies and thermodynamic
quantities were computed using frequencies scaled by 0.9804.
Thermodynamic quantities were calculated at 298 K and at 1.0 atm
pressure.

3. Results and discussion

3.1. Characterization of the amorphous silica bulk and surface

In this section, the amorphous silica bulk and surface are char-
acterized. The characterization approach followed is simple rather
than exhaustive. The density of the bulk amorphous silica obtained
in this study is 2.25 g/cm3, a value close to the experimental density
of 2.20 g/cm3 [76,77].
On the silica surface (Fig. 2d), the non-bridging oxygens (i.e.
oxygen atoms bonded to less than two silicon atoms) density is
1.9/nm2. The tricoordinated silicon atoms density is 0.9/nm2. To
obtain a hydroxylated surface, hydrogens were added to non-
bridging oxygens and hydroxyl groups to tricoordinated silicons.
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Fig. 5. Silanol group

his resulted in a surface (Fig. 2e) having a silanol number (i.e. the
umber of hydroxyl groups per square nanometer) of 2.8 OH/nm2.
his silanol number is close to the silanol number obtained for
hermally treated silica at 673 K (∼3 OH/nm2) [76,78]. Silica cal-
ined at 673 K has been used as a solid support for organometallic
atalysts [17,20].

The surface chemistry of silica is dominated by the surface
ilanol groups that participate in adsorption of molecules (e.g.,
ater) as well as chemical modification of silica surfaces [78]. Types

f silanol groups on the surface of silica include isolated, geminal
nd vicinal (or H-bonded) silanols (Fig. 5). At low temperatures,
icinal silanols almost entirely cover the surface [79]. Dehydroxy-
ation of the silica surface begins at temperatures above 473 K and
he silanol number decreases with increasing temperature. Vici-
al silanols may remain on the silica surface up to ∼723 K, geminal
ilanols up to ∼1073 K, and isolated silanols up to ∼1273 K [76]. The
atio of the isolated silanols to geminal silanol groups on the sil-
ca surface is estimated to be ∼85/15 at temperatures in the range
f 723–1073 K [76]. In the current work, the percentages of iso-
ated, geminal and vicinal silanols are found to be 73%, 18% and 9%,
espectively. This indicates that the simulated silica obtained in the
resent work corresponds to silica obtained by thermal treatment
t temperatures close to 723 K, in line with the conclusion reached
y using the silanol number.

In their experiment regarding the enantioselectivity of
iels–Alder reactions on SiO2-immobilized Cu-bis(oxazoline) cat-
lyst, Tanaka et al. [17] recommended that the loading of the
atalyst is controlled to be at 0.1 mol/nm2. This would allow
he organofunctionalization of the silica surface surrounding the
atalyst. As mentioned in Section 2.3, one molecule of catalyst

was covalently attached to the amino silica surface (Fig. 4).
he loading of catalyst 4 on the silica surface is therefore
.12 mol/nm2. Furthermore, as stated in the ‘specification sheet’
or 3-aminopropyl-functionalized silica [80], 9% of the surface
ctive groups are functionalized. This corresponds to two silanol
roups for the silica surface obtained in this study. Hence, only one
olecule of 3-aminopropyltrimethoxysilane was attached to the

ilica surface and the silica surface obtained in the current work
s considered to be a good representative model and attachment
f additional molecules of catalyst 4 to the silica surface was not
ecessary.

.2. Gas-phase Diels–Alder reaction
The B3LYP/6-31G(d) optimized structures of the reactants are
hown in Fig. 6 . The syn R4 and anti R5 coordination complexes
etween benzoquinone R2 and catalyst R3 are also shown in Fig. 6.
stronger coordination is observed for the syn complex having a

–O bond length shorter by 0.06 Å than that of the anti complex.
he surface of silica.

In addition, the syn complex shows a nonconventional hydrogen
bond [81,82] between the C�–H hydrogen and the catalyst oxy-
gen with 2.27 Å bond length. The stronger coordination in addition
to the presence of hydrogen bonding in the syn complex led to a
7.1 kcal/mol stabilization for the syn complex as compared to the
anti complex. This corresponds to almost a 100% of the Boltzmann
population being represented by the syn complex. Furthermore,
the Gibbs free energy for the syn coordination complex is lower
than that of the separated reactants (R2 + R3) by 4.4 kcal/mol. The
anti coordination complex, however, is unfavored since the com-
plex free energy is 2.7 kcal/mol higher than that of the separated
reactants.

Shown in Fig. 6 are the B3LYP/6-31G(d) computed transition-
state structures for the catalyzed Reactions B and C. The
syn transition-state structures are more stable than their anti
counterparts by about 3.3–9.9 kcal/mol. For both syn and anti
transition-state structures, the B–O bond length is shorter (on aver-
age) than that of the reactant by 0.07 Å and 0.11 Å, respectively
indicating stronger complexation at the transition state. A relatively
stronger coordination is observed for the syn transition-state struc-
tures with B–O bond lengths shorter by about 0.01–0.04 Å than
those of the anti transition-state structures. As in the case of the
reactants, the syn transition-state structures possess a nonconven-
tional hydrogen bond between the C�–H hydrogen and the catalyst
oxygen with bond lengths in the range of 2.40–2.53 Å.

For the endo transition states, the lowest energy transition state
is TS1 representing ∼90.02% of the Boltzmann population of the
endo transition states. This transition state involves the diene addi-
tion to the front face of the �,� double bond of the benzoquinone
and the catalyst is coordinated syn to this bond. The next lowest
transition state TS3 has ∼9.94% of the Boltzmann population of the
endo transition states. It is similar to TS1 but the diene addition is
to the rear face of the �,� double bond of the benzoquinone. The
remaining 0.04% is due to TS7, which is similar to TS3 but with the
catalyst coordinated anti to the �,� double bond that undergoes
the cycloaddition. As for the exo transition states, TS4 represents
the most stable transition state with ∼99.18% of the Boltzmann
population of the exo transition states. It is similar to TS3 except
that the arrangement is exo. The remaining 0.82% is for TS2, which
is similar to TS4 but with the diene addition to the front face of the
�,� double bond of the benzoquinone. The percent enantiomeric
excess (%ee) is calculated to be 80.5% at 298 K favoring the endo
product.

The average degree of asynchronicity for the transition-state

structures is calculated to be 0.93 Å (Fig. 6). Thus, these transition-
state structures point to concerted but highly asynchronous
reaction pathways where the bond between the diene and car-
bon � of the dienophile is being formed in a larger extent than
the bond between the diene and carbon � of the dienophile. The
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synchronicity can be explained by the frontier molecular orbital

FMO) theory [83,84]. For instance, the high degree of asynchronic-
ty (0.99 Å) found in the transition-state structure TS1 is due to
he LUMO having much larger coefficient on the � carbon of the
enzoquinone causing it to be much more electrophilic than the

ig. 6. B3LYP/6-31G(d) optimized reactants and transition-state structures for Reactions B
ransition state involving diene attack to the front face, TS2 = exo transition state involvi
o the rear face TS4 = exo transition state involving diene attack to the rear face, TS5 = end
nvolving diene attack to the front face, TS7 = endo transition state involving diene attack
egative wavenumbers are imaginary frequencies. The color code is the same as in Fig. 4
lysis A: Chemical 333 (2010) 145–157

� carbon (the � carbon possesses 12.9% of the LUMO while the

� carbon has only 2.0% of the LUMO). This results in a much
larger overlap between the � carbon and the diene HOMO lead-
ing to a much stronger and shorter bond at the transition-state
structure.

and C. Relative free energies are in kcal/mol at 298 K. Distances are in Å. TS1 = endo
ng diene attack to the front face, TS3 = endo transition state involving diene attack
o transition state involving diene attack to the front face, TS6 = exo transition state
to the rear face and TS8 = exo transition state involving diene attack to the rear face.
.
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.3. Diels–Alder reaction on the silica surface

The Diels–Alder reaction studied on the silica surface is between
soprene 1 and 2,3-dimethyl-1,4-benzoquinone 2 in the presence
f amino silica-supported catalyst 4 as shown in Fig. 7. Since
ptimization to a transition-state structure in ONIOM(QM:MM) is
omputationally demanding, only the syn transition-state struc-
ures are considered in this study. This choice is based on the results
btained for the gas-phase (Section 3.2 and Fig. 6) which indi-
ated the syn transition-state structures to be more stable than the

nti transition-state structures. In addition, the syn coordination
etween benzoquinone 2 and amino silica-immobilized catalyst 4

s found to be stronger than the anti coordination and the B–O bond
ength for the syn coordination complex is shorter by 0.03 Å than
hat of the anti complex. The syn complex also has a nonconven-
nued).

tional hydrogen bond between the C�–H hydrogen and the oxygen
of the catalyst with 2.66 Å bond length. This stronger coordination
combined with the presence of hydrogen bonding in the syn coor-
dination complex resulted in an 11.6 kcal/mol stabilization for the
syn complex as compared to the anti complex which corresponds
to a 100% of the Boltzmann population being represented by the
syn complex. Furthermore, the anti coordination is unfavored since
the complex Gibbs free energy is 6.2 kcal/mol higher than that of
the separated reactants. On the other hand, the free energy for the
syn coordination complex is lower than that of the separated reac-

tants by 5.4 kcal/mol and is therefore strongly favored over the anti
coordination complex.

The ONIOM(B3LYP/6-31G(d):UFF) optimized transition states
are shown in Fig. 8. The B–O bond length (on average) at the transi-
tion states is shorter than that of the reactant by 0.02 Å indicating a
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Fig. 6.

lightly stronger complexation at the transition state. Similar to the
eactant, the transition states possess a nonconventional hydrogen
ond between the C�–H hydrogen and the oxygen of the catalyst
ith bond lengths ranging from 2.15 Å to 2.61 Å.

TS10 possesses the lowest free energy representing almost a
00% of the Boltzmann population of the endo transition states.
his transition state corresponds to diene addition to the rear face
f the �,� double bond of the benzoquinone. For the exo transi-
ion states, TS11 is the most stable transition state and represents
9.92% of the Boltzmann population of the exo transition states. The

ndo path is preferred to the exo route and the percent enantiomeric
xcess (%ee) is calculated to be 86.5%. These results are in agree-
ent with those obtained for the homogeneous catalyst (Section

.2) with the exception that the endo transition-state structure has
inued).

a preference for the rear face addition and the exo transition-state
structure favors the front face addition.

Fig. 9 shows the reaction energy diagrams for the homogeneous
(TS1 (endo) and TS4 (exo)) and the heterogeneous (TS10 (endo) and
TS11 (exo)) Diels–Alder reactions at 298 K. As can be seen from
the figure, the homogeneous Diels–Alder reaction is faster than the
heterogeneous one by ∼48 times.

The average degree of asynchronicity for the transition-state
structures is found to be 0.99 Å (Fig. 8) pointing out to concerted but
highly asynchronous reaction pathways where the bond between

the diene and carbon � of the dienophile is being formed in a
greater extent than the bond between the diene and carbon � of
the dienophile. This is again similar to the results obtained for the
homogeneous catalyst (Section 3.2).
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Fig. 7. Catalyzed Diels–Alder reaction with catalyst immobilized on amino SiO2 surface having four possible reaction pathways. The catalyst is coordinated syn to the HC CH
double bond that undergoes the [4+2]-cycloaddition. The dotted line indicates the partitioning into MM and QM regions.

Fig. 8. ONIOM(B3LYP/6-31G(d):UFF) optimized transition-state structures for the catalyzed Reaction D. Relative free energies are in kcal/mol at 298 K and distances are in
Å. TS9 = endo transition state involving diene attack to the front face, TS10 = endo transition state involving diene attack to the rear face, TS11 = exo transition state involving
diene attack to the front face and TS12 = exo transition state involving diene attack to the rear face. The QM layer is in the ball-and-stick representation and the MM layer is
in the wireframe representation. Negative wavenumbers are imaginary frequencies. The color code is the same as in Fig. 4.
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ig. 9. Reaction energy diagrams for the homogeneous (TS1 (endo) and TS4 (exo))
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. Conclusion

The Diels–Alder reaction between diene 1 and dienophile 2
n the presence of SiO2-immobilized catalyst 4 has been stud-
ed by the hybrid ONIOM(B3LYP/6-31G(d):UFF) method within
he mechanical embedding scheme. The amorphous silica surface
as obtained by classical molecular dynamics using the melt-

uench method. The silica surface was characterized and found
o closely resemble silicas calcined at 673 K. The model chiral
ationic oxazaborolidinium catalyst 4 was immobilized on the
minopropyl-functionalized silica surface to act as a heterogeneous
atalyst for the Diels–Alder reaction. The preferred SiO2-supported
atalyst 4 coordination to dienophile 2 was observed to be syn
o the HC CH double bond of the dienophile that undergoes the
4+2]-cycloaddition. The favored reaction path was through an endo
ransition state and the calculated enantioselectivity was 86.5%.
he reaction was observed to proceed via a concerted but highly
synchronous mechanism. The enantioselectivity and the mech-
nism of the Diels–Alder reaction on silica surface are generally
omparable to those observed for the homogeneous catalyst.
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